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How the climate emergency could lead to
amental health crisis
Anouchka Grose

'Ecological grief' is making Greenlanders depressed. They
might not be alone for long

A 'Can you be traumatised by something that's still happening or even, according to some, might
not happen at all?" Icebergs loom behind buildings in Ilulissat, Greenland. Photograph: Sean
Gallup/Getty Images

he Greenlandic Perspective Survey tells us that 90% of Greenlanders

accept that climate change is happening. More than that, it’s making

them anxious and depressed. Given that they live in cultural and

climactic conditions that put them at the frontline of ecological
change, we might be well advised to take their thoughts and feelings
seriously. Where they go, we may very well follow.

At opposite ends of the climate spectrum - from the parched landscape of
New South Wales to Greenland’s melting sea ice - people are finding the need
for new words to describe the mental health issues linked to environmental
change. In 2003 the Australian philosopher Glenn Albrecht coined the term
solastalgia to describe the anguish caused by environmental alterations due
to droughts and destructive mining. Taking the Latin word for comfort
(solacium) and the Greek root designating pain (-algia) he gives us a
neologism that sums up the devastating effects of finding unease where you
used to look for relief.

If the world around you once promised to be a place that provided a certain
amount of food, shelter and consistency, how might you feel as it gradually
becomes a place of extreme unpredictability and risk? In Greenland, the
north Baffin Inuit have the word uggianaqtugq to describe the unpleasant
feeling caused by a friend behaving strangely, or even a sense of
homesickness experienced when one is actually at home. More recently, this
word has been coopted to describe volatile weather conditions and the sense
of one’s surroundings becoming unreliable - storms brew more suddenly and
last for longer, the ice is thinner and food is noticeably more scarce. Where
you used to be able to sustain yourself by hunting, fishing and foraging, now
you may have to supplement this with trips to the newly established
supermarket. But how are you supposed to pay for the food? And what if you
can no longer afford to feed your dog?

Alongside these more specialised-sounding terms we also have the more
self-explanatory “ecological grief” and even the idea of a kind of post-
traumatic stress linked to the state of the planet. This last idea might sound
strange - how can it be post-traumatic when the worst is yet to come? Can
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What can we do as
software engineers /
computer scientists?

Develop energy efficient systems.



How?



Moore’s Law

 An observation that the
number of transistors in a
dense integrated circuits
doubles roughly every two
years (named after Gordon
Moore, ex-CEO of Intel)

* Moore initially claimed double
every year in 1965.




Moore’s Law — The number of transistors on integrated circuit chips (1971-2018)

Moore's law describes the empirical regularity that the number of transistors on integrated circuits doubles approximately every two years.

OurWorld
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This advancement is important as other aspects of technological progress — such as processing speed or the price of electronic products — are
linked to Moore's law.
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The data visualization is available at OurWorldinData.org. There you find more visualizations and research on this topic.
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Computers are exponentially getting slower (what?)



If we had to pick one root cause of latency bloat, we might say that it’s because of
“complexity”. Of course, we all know that complexity is bad. If you’ve been to a
non-academic non-enterprise tech conference in the past decade, there’s a good
chance that there was at least one talk on how complexity is the root of all evil and
we should aspire to reduce complexity.

Unfortunately, it's a lot harder to remove complexity than to give a talk saying that
we should remove complexity. A lot of the complexity buys us something, either
directly or indirectly. When we looked at the input of a fancy modern keyboard vs.
the apple 2 keyboard, we saw that using a relatively powerful and expensive
general purpose processor to handle keyboard inputs can be slower than dedicated
logic for the keyboard, which would both be simpler and cheaper. However, using
the processor gives people the ability to easily customize the keyboard, and also
pushes the problem of “programming” the keyboard from hardware into software,
which reduces the cost of making the keyboard. The more expensive chip increases
the manufacturing cost, but considering how much of the cost of these small-batch
artisanal keyboards is the design cost, it seems like a net win to trade
manufacturing cost for ease of programming.



A lot of the complexity might be called accidental complexity, but most of
that accidental complexity is there because it’s so convenient. At every level
from the hardware architecture to the syscall interface to the 1/0O framework we use,
we take on complexity, much of which could be eliminated if we could sit down
and re-write all of the systems and their interfaces today, but it’s too
inconvenient to re-invent the universe to reduce complexity and we get
benefits from economies of scale, so we live with what we have.

For those reasons and more, in practice, the solution to poor performance
caused by “excess” complexity is often to add more complexity. In particular,
the gains we’ve seen that get us back to the quickness of the quickest machines
from thirty to forty years ago have come not from listening to exhortations to reduce
complexity, but from piling on more complexity.


http://wiki.c2.com/?AccidentalComplexity

Power Consumption

* Jo a software engineer, energy consumption is a lot like
speed / latency

 We normally do not really think about it until it becomes
a problem

 We are not trained properly to think about it

 We expect better hardware to make the problem go
away (and hardware does get better... but until when?)



What do programmers know

about SW energy consumption?

A survey of 122 developers

Only 22 (18%) considers energy consumption when
developing software

Only 12 (10%) have measured power consumption

Respondents agreed more about cause of energy
consumption in mobile devices

 But none identified advertisement as a power sink

* Only 19 (16%) identified network as a cause

C. Pang, A. Hindle, B. Adams, and A. E. Hassan. What do programmers know about software energy consumption? IEEE Software, 33(3):83-89, May 2016.



How do you measure
power consumption?
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In fact, measuring power consumption remained difficult for long time...



Intel RAPL (Running
Average Power Limit)
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. - . Edition RAPL(Running Average Power Limit) interface provides platform software
CO n S u I I I IO n I I IO n I O rI n a Return to the Kernel with the ability to monitor, control, and get notifications on SOC
page power consumptions. Since its first appearance on Sandy Bridge, more
features have being added to extend its usage. In RAPL, platforms are

divided into domains for fine grained control. These domains include
package, DRAM controller, CPU core (Power Plane 0), graphics uncore

[ ]
can be read from a special
The purpose of this driver is to expose RAPL for userspace

consumption. Overall, RAPL fits in the generic thermal layer in
that platform level power capping and monitoring are mainly used for

L]
thermal management and thermal layer provides the abstracted interface
needed to have portable applications.
L]

Specifically, userspace is presented with per domain cooling device
with sysfs links to its kobject. Although RAPL domain provides many
parameters for fine tuning, long term power limit is exposed as the
single knob via cooling device state. Whereas the rest of the
parameters are still accessible via the linked kobject. This simplifies
the interface for both simple and advanced use cases.

DETAILS

e Linux perf supports it. T

As an x86 platform driver, RAPL driver binds with supported CPU ids
during probing phase. Once domains are discovered, kobjets are created
for each domain which are also linked with cooling devices after its
registration with the generic thermal layer.

e.g.package RAPL domain registered as cooling device #15, link "device"
back to its kobject.



iRAPL

jRAPL -- A framework for profiling energy consumption of Java programs

What is jRAPL?
jRAPL is framework for profiling Java programs running on CPUs with Running Average Power Limit (RAPL) support.

But, what is RAPL?

RAPL is a set of low-level interfaces with the ability to monitor, control, and get notifications of energy and power consumption data of
different hardware levels.

Originally designed by Intel for enabling chip-level power management, RAPL is widely supported in today's Intel architectures, including

double beginning = EnergyCheck.statCheck();
doWork();

double end = EnergyCheck.statCheck();

For any block of code in the application whose energy information is to the interest of the user, the programmer simply needs to enclose
the code block with a pair of statCheck invocations.

For example, the following code snippet attempts to measure the energy consumption of the dowork method, whose value is the
difference between beginning and end :

double beginning = EnergyCheck.statCheck();
doWork();
double end = EnergyCheck.statCheck();

http://kliu20.github.io/jRAPL/
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— data access pattern: For a large amount of data, does the pattern of access (sequential
vs. random, read vs. write) impact energy consumption?

— data organization and representation: For different representations of the same data
(unboxed vs. boxed data, primitive arrays vs. array lists) have impact on energy con-
sumption?

— data precision: Do precision levels (short, integer, floating points, double, long) of data

have significant impact on energy consumption?
— data 1/0O strategies: For 1/O-intensive applications, do different choices of buffering

and different levels of data intensity have impact on energy consumption?

K. Liu, G. Pinto, and Y. D. Liu. Data-oriented characterization of application-level energy optimization. In A. Egyed and |. Schaefer, editors, Fundamental
Approaches to Software Engineering, pages 316—331, Berlin, Heidelberg, 2015.



Data Access Pattern
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Data Representation

int[]
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Types of Query
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Reference Query (RQ) accesses stack, whereas the Value Query (VQ)
accesses the heap (much slower).

Type Query (TQ) access object metadata on the heap, but instances
of the same type shares the same metadata, so caching kicks in.

1: 100% random access, 2: 25% random access, 3: sequential access



Data Organisation

class Grouped {

int a, b, ¢, d, e = ...;
+
class Main {

Grouped[] group = ...;

void calc() {

for (int i = 0; i < N; i++) {
group[il.e = groupl[il.a * groupli].b * groupli].c * groupli].d;

+}}

Fig. 1. Object-Centric Data Grouping

class Main {

int[] a = ..; int[] b= ..; int[] c = ..; int[]l] 4d = ..; int[] e = ..;

void calc() {
for (int i = 0; i < N; i++) {
e[i] = ali]l * b[i] * c[i] =* d[i];
i33;

)

Fig. 2. Attribute-Centric Data Grouping
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Recall Dan Luu: what are
we buying with the extra
power consumption here?

Convenience in programming: the high level abstraction of OO



Java |/0O

TABLE 1. Characteristics of the studied Java I/O APIs.

Class Acronym  Method instrumented Extends from Available from # in OSS projects
BufferedWriter BW void write(String str)  java.io.Writer JDK 1.1 4,705
FileWriter FW void write(String str)  java.io.Writer JDK 1.1 3,353
StringWriter SW void write(String str)  java.o.Writer JDK 1.1 2,026
PrintWriter PW void write(String str)  java.io.Writer JDK 1.1 10,501
CharArrayWriter CAW void write(String str)  java.io.Writer JDK 1.1 572
BufferedReader BR int read() java.io.Reader JDK 1.1 12,441
LineNumberReader LNR int read() java.io.Reader JDK 1.1 897
CharArrayReader CAR int read() java.io.Reader JDK 1.1 187
PushbackReader PBR int read() java.io.Reader JDK 1.1 779
FileReader FR int read() java.io.Reader JDK 1.1 1,695
StringReader SR int read() java.io.Reader JDK 1.1 536
FileOutputStream FOS void write(byte[] b) java.io.OutputStream  JDK 1.0 3,541
ByteArrayOutputStream  BAOS void write(byte[] b) java.i0.OutputStream  JDK 1.0 6,946
BufferedOutputStream BOS void write(byte[] b) java.io.OutputStream  JDK 1.0 1,753
PrintStream PST void print(String str) java.io.OutputStream JDK 1.0 8,424
FileInputStream FIS int read() java.io.InputStream JDK 1.0 2,823
BufferedInputStream BIS int read() java.io.InputStream JDK 1.0 1,832
PushbackInputStream PBIS int read() java.io.InputStream JDK 1.0 688
ByteArraylnputStream BAIS int read() java.io.InputStream JDK 1.0 1,532

G. Rocha, F. Castor, and G. Pinto. Comprehending energy behaviors of java i/o apis. In 2019 ACM/IEEE International Symposium on Empirical Software
Engineering and Measurement (ESEM), pages 1-12, Sep. 2019.



Java |/0O
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Fig. 1: Energy consumption behavior of Java I/O APIs. Energy data is presented in a logarithmic scale. For the figure
on the left, PBIS stands for PushbackInputStream, FIS stands for FileInputStream, RAF stands for RadomAccessFile,
SCN stands for Scanner, PBR stands for PushbackReader, FR stands for FileReader, LNR stands for LineNumberReader,
BR stands for BufferedReader, CAR stands for CharArrayReader, BIS stands for BufferedInputStream, BAIS stands
for ByteArrayInputStream, SR stands for StringReader, RFAL stands for Files.readAllLines, BRFL stands for
Files.newBufferedReader, and RFL stands for Files.lines. For the figure on the right, FW stands for FileWriter, PST
stands for PrintStream, BW stands for BufferedWriter, PW stands for PrintWriter, FOS stands for FileOutputStream,
BOS stands for BufferedOutputStream, SW stands for StringWriter, CAW stands for CharArrayWriter, BAOS stands for
ByteArrayOutputStream.
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There are areas of SW technology
that are increasingly burning more
fuel. Guess what they are...?
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Consumption COse (Ibs)

Air travel, 1 passenger, NY<>SF 1984
Human life, avg, 1 year 11,023
American life, avg, 1 year 36,156
Car, avg incl. fuel, 1 lifetime 126,000

Training one model (GPU)

NLP pipeline (parsing, SRL) 39
w/ tuning & experimentation 78,468
Transformer (big) 192
w/ neural architecture search 626,155

Table 1: Estimated CO2 emissions from training com-
mon NLP models, compared to familiar consumption.



Model Hardware @ Power (W) Hours kWh-PUE COse Cloud compute cost
Transformery,,, P100x8 1415.78 12 27 26 $41-$140
Transformery;,  P100x8 1515.43 84 201 192 $289-$981

ELMo P100x3 517.66 336 275 262 $433-$1472

BERT,,, .. V100x64 12,041.51 79 1507 1438 $3751-$12,571
BERT}, .. TPUv2x16 — 96 - —  $2074-%$6912

NAS P100x8 1515.43 274,120 656,347 626,155 $942,973-$3,201,722
NAS TPUv2x1 — 32,623 — —  $44,055-$146,848
GPT-2 TPUv3x32 — 168 — —  $12,902-$43,008

Table 3: Estimated cost of training a model in terms of CO5 emissions (Ibs) and cloud compute cost (USD).” Power
and carbon footprint are omitted for TPUs due to lack of public information on power draw for this hardware.



Estimated cost (USD)
Models Hours Cloud compute Electricity

1 120 $52-$175 $5
24 2830 $1238-$4205 $118
4789 239,942 $103k-$350k  $9870

Table 4: Estimated cost in terms of cloud compute and
electricity for training: (1) a single model (2) a single
tune and (3) all models trained during R&D.

Estimated cost of running all experiments for the paper:

E. Strubell, P. Verga, D. Andor, D. Weiss, and A. McCallum. Linguistically-informed self-attention for semantic role labeling. In Proceedings of the 2018
Conference on Empirical Methods in Natural Language Processing, pages 5027-5038, Brussels, Belgium, Oct.-Nov. 2018. Association for Computational
Linguistics.
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Cryptocurrency




Cryptocurrency 101

 Transactions on decentralised cryptocurrency are
recorded on blockchain

* Blockchain is simply distributed chain of key-value
storage: each “block” contains the cryptographic hash
of the previous block

* You cannot modify a block in the middle without
changing the consensus of the entire chain:
decentralised transparency!



Proof-of-Work

e Some computation that is reasonably difficult to do, but easy to verify: this is
often used to prevent denial-of-service

e Hashcash PoW for spam prevention
e Sender generates a random number and adds this to the message header

e Sender computes 160 bit SHA1 of the header until the first 20 bits are all
zero: there are 2120 such hash values out of 2160

e Receiver just needs to compute the SHA1 of the header

e All major cryptocurrencies use the Proof-of-Work scheme to verify the
generation of new block: when you add a new block, you get a portion of the
fees from the transactions recorded in the block. The difficulty of the PoW is
controlled so that a new block can be generated at a desired interval.
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Bitcoin is a power-hungry cryptocurrency that is increasingly used as
an investment and payment system. Here we show that projected
Bitcoin usage, should it follow the rate of adoption of other broadly
adopted technologies, could alone produce enough CO, emissions to

push warming above 2 °C within less than three decades.

 RRRRRRRRREEEEEEEDEDDE—E———C@C@m—m—Tmmmww
https://www.nature.com/articles/s41558-018-0321-8
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From 1860 to 2014, humanity emitted ~584.4 GtC from fossil fuel
combustion, industry processes and land-use change, which has been
mirrored by ~0.9 °C of global warming (green line in Fig. 1a). Temperature
projections from 42 Earth system models (ESMs) developed for the recent
Coupled Model Intercomparison Project Phase 5 (CMIP5) under four alternative
emission scenarios show that an additional 231.4 to 744.8 GtC would push
global warming across the 2°C threshold. Reducing emissions to keep
warming below 2°C is already regarded as a very difficult challenge given the
iIncreasing human population and consumption1 as well as a lack of political
will. Then came Bitcoin.

Compiling data on the electricity consumption of the various computing systems
used for Bitcoin verification at present and the emissions from electricity
production in the countries of the companies that performed such computing,
we estimated that in 2017, Bitcoin usage emitted 69 MtC.
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NEW: Bitcoin Electronic Waste Monitor

Bitcoin Energy Consumption Index Chart

Click and drag in the plot area to zoom in

100
75
| -
(4]
]
>
e,
o 50 .’,1’0!‘"3”
z
25
0
May '17 Sep '17 Jan'18 May '18 Sep '18 Jan '19 May '19 Sep '19
Zoom 1lIm 3m 6m YTD 1y All From Jan 30,2017 To Dec4, 2019

-~ Estimated TWh per Year Minimum TWh per Year

BitcoinEnergyConsumption.com

Download data.

https://digiconomist.net/bitcoin-energy-consumption



https://digiconomist.net/bitcoin-energy-consumption

#& Home / Bitcoin Electronic Waste Monitor

Bitcoin Electronic Waste Monitor

Bitcoin Electronic Waste Generation
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Proof-of-Stake

* In PoW, whoever first solves (pays) the hashcash for the next
block wins the block

* In Proof-of-Stake scheme, the next block is assigned to an
order based on various “stake”:

 Ethereum 2.0 proposal: anyone who wants to become a
validator makes a deposit of stake - then one of the
validators is randomly chosen to generate the next valid
block on the chain

* This has been discussed for a number of years, but
Ethereum is yet to move onto PoS scheme.



Existential Threats?

* Jo me personally, the environmental concerns are the

most painful to think about; they pose the most direct
dilemma to us engineers and scientists.

e Whatever we do is likely to add complexity to the
system.

* Yet the complexity itself may be the source of all this
problems.

 Should we just disappear? Is giving up the only logical
conclusion? Or should we still believe in technology?



Concluding Thoughts

* Do you believe in “appropriate technology”? Are we
spoiled by too much convenience?

* Are you prepared to give up any of the technological
convenience for the environment? As a developer, not a

consumer?



