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Part 2 is just a hodgepodge of issues…
…for us to think about.

• A primer on language models 


• Generative Models, Art, and Copyrights 


• Generative Models and Education


• Detecting/Watermarking



Statistical Language Model

• Given a set of tokens, , a set of possible utterances, , and a set of actual 
utterances, , a language model is a probability distribution  over utterances 

, i.e., 


• An utterance (or a sentence) is a sequence of tokens (or words). Suppose we have  
tokens,  that consist . What is ?


• 


• But these conditional probabilities are hard to calculate: the only feasible approach 
would be count each utterance that qualifies, but  is too big, let alone .
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Large Language Model
(really, a very large statistical language model)

• Mainly Transformer-based DNNs that are trained to be an auto-regressive 
language model, i.e., given a sequence of tokens, it repeatedly tries to predict 
the next token.


• The biggest hype in the entire CS research (not just NLP or ML) right now with 
an explosive growth, partly because:


• They seem to get the semantics of the code and work across natural and 
programming language


• Emergent behavior leading to very attractive properties such as in-context 
learning, Chain-of-Thoughts, or PAL



Chain-of-Thoughts
Wei et al., https://arxiv.org/abs/2201.11903

• Add “Let’s think in step by step” at the end of every prompt (https://arxiv.org/
abs/2205.11916) and the model performance go up! 🙃 🫥 🫠


• We have even weirder, recent results. 


• If you make a strong emotional plea, the performance improves (https://
arxiv.org/abs/2307.11760) 🥺


• Apparently, there is anecdotal evidence that a promise of a large tip 
produces mode detailed responses (https://twitter.com/voooooogel/status/
1730726744314069190?s=61&t=nZo2vLZm-4bSiRjGlkTRBg) 💰
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Wang et al., ICLR 2023 (https://arxiv.org/abs/2203.11171)

• When sampling answers from an 
LLM, take multiple answers with 
high temperature.


• If there is an answer that has the 
majority among the sampled 
answers, it is more likely to be 
the correct one.

Self-Consistency

https://arxiv.org/abs/2203.11171


Wang et al., ICLR 2023



We are still in the Chinese room
John Searle, “Mind, Brains, and Programs” in 1980

• Suppose we have a computer program that 
behaves as if it understands Chinese 
language.


• You are in a closed room with the AI program 
source code.


• Someone passes a paper with Chinese 
characters written on it, into the room.


• You use the source code as instruction to 
generate the response to the input, and sends 
the response out of the room.


• Do you understand Chinese language, or not?



Generative Models, Art, and Copyright



National Novel Writing Month (NaNoWriMo)
https://nanowrimo.org/

• A non-profit organization that runs a month of writing campaign: each 
November, the aim is to write 50,000 words during 30 days.


• “NaNoWriMo does not explicitly support any specific approach to writing, nor 
does it explicitly condemn any approach, including the use of A.I.” - 
NaNoWriMo, August 2024


• ProWritingAid, an Gen-AI based writing tool (think of Grammarly but with 
more LLM) is sponsoring NaNoWriMo 2024. 


• Many writers are disappointed, and some resigned from the organization.

https://nanowrimo.org/


The Electrician  
by Boris Eldagsen
Sony World Photography Award 2023



The Electrician by Boris Eldagsen
Sony World Photography Award 2023

In March the Sony World Photography Awards announced the winning entry in their creative 
photo category: a black-and-white image of an older woman embracing a younger one, 
entitled PSEUDOMNESIA: The Electrician. The press release announcing the win describes the 
photograph as “haunting” and “reminiscent of the visual language of 1940s family portraits.”

But the artist, Berlin-based Boris Eldagsen, turned down the award. His photograph was not a 
photograph at all, he announced: he had crafted it through creative prompting of DALL-E 2, an 
artificial intelligence image generator.

“I applied as a cheeky monkey, to find out if the [competitions] are prepared for AI images to 
enter. They are not,” Eldagsen explained on his website. His stunt has sparked controversy 
and conversation about when AI-generated or assisted images should be considered art.

https://www.scientificamerican.com/article/how-my-ai-image-won-a-major-
photography-competition/
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…and then, earlier this year



FLAMINGONE by Miles Astray
Winner of AI Category in 1839 Awards



FLAMINGONE by Miles Astray
Winner of AI Category in 1839 Awards

• …except, this time, the image was real and NOT AI-generated.


• “He kind of did the opposite of what I did,” Astray says of Eldagsen’s 
submission, “but to send a very similar message: Basically, we’re not really 
ready for this technology. We’re not really keeping up with how fast it is 
moving.”

https://www.scientificamerican.com/article/how-this-real-image-won-an-ai-photo-
competition/
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Process vs. Tool

• Ted Chiang (paraphrased): Art is hard to define, but it is something that results 
from making lots of decisions - generative AI simply fills in for all the decision 
making, by going from your prompt to the end product. What value do we see 
in arts generated in that way?


• Artists have been using random processes and algorithms for quite some 
time now - how is the generative model any different from existing tools and 
techniques?



Aleatory Poetry
“To Make a Dadaist Poetry” - Tristan Tzara, 1920



https://trashbubblesandlifeslittlebits.wordpress.com/
2016/04/08/dada-poetry-review/
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What is art anyway?

• Art is a diverse range of human activity and its resulting product that involves 
creative or imaginative talent, generally expressive of technical proficiency, 
beauty, emotional power, or conceptual ideas (Wikipedia).


• Technical proficiency


• Beauty


• Emotional power


• Conceptual ideas



Does it make any practical sense?
Generative Models for Music Making

• RIAA (Recording Industry Association of America) sued Sudo and Audio in 
June 2024 for copyright violation, arguing that their models have been trained 
using copyrighted music.


• Sudo CEO openly admitted that copyrighted music has been used in training. 
However, he also argues that this falls under the “fair usage” clause of 
copyrights.


• “Shulman also argued that training its AI model from data on the “open 
internet” is no different than a “kid writing their own rock songs after 
listening to the genre.” (https://suno.com/blog/future-of-music)

https://suno.com/blog/future-of-music


You can “sample” copyrighted data

• “Generative AI has a visual 
plagiarism problem” by Gary 
Marcus and Reid Southen, 
IEEE Spectrum, January 
2024


• NYT sued OpenAI and 
Microsoft over AI use of 
copyrighted work (https://
www.nytimes.com/
2023/12/27/business/media/
new-york-times-open-ai-
microsoft-lawsuit.html) —>  

https://www.nytimes.com/2023/12/27/business/media/new-york-times-open-ai-microsoft-lawsuit.html
https://www.nytimes.com/2023/12/27/business/media/new-york-times-open-ai-microsoft-lawsuit.html
https://www.nytimes.com/2023/12/27/business/media/new-york-times-open-ai-microsoft-lawsuit.html
https://www.nytimes.com/2023/12/27/business/media/new-york-times-open-ai-microsoft-lawsuit.html
https://www.nytimes.com/2023/12/27/business/media/new-york-times-open-ai-microsoft-lawsuit.html
https://www.nytimes.com/2023/12/27/business/media/new-york-times-open-ai-microsoft-lawsuit.html












Poisoning images
The Glaze Project (https://glaze.cs.uchicago.edu)

• Glaze: an adversarial perturbation that misleads style-transfer

https://glaze.cs.uchicago.edu/what-is-glaze.html 

https://glaze.cs.uchicago.edu
https://glaze.cs.uchicago.edu/what-is-glaze.html


Poisoning images
The Glaze Project (https://glaze.cs.uchicago.edu)

• Nightshade: an adversarial perturbation that misleads text-image diffusion

https://www.technologyreview.com/2023/10/23/1082189/data-poisoning-artists-fight-generative-ai/ 

https://glaze.cs.uchicago.edu
https://www.technologyreview.com/2023/10/23/1082189/data-poisoning-artists-fight-generative-ai/


Generative AI and Education

• First, fact-checking: is it 
possible to reliably detect use 
of generative AI contents?


• Umm…





A more serious threat to humanities…
..where writing is an essential training method

• “How do I know what I think until I see what I say?” - E.M. Forster


• Writing is not just typing down completed thoughts - it is an important 
process, a tool with which we think.


• Perhaps programming is similar :)


• If it is not just about the final product, you outsource the process at your own 
risk.



Detection… but how?
Ippolito et al., ACL 2020 (https://arxiv.org/pdf/1911.00650)

• LLMs use a range of decoding strategies: given a set of candidate next 
tokens, each with computed probability, which one do we choose?


• If you make a random selection just guided by the probability, you will 
inevitably sample tokens with very low probability every now and then - 
creating mistakes or poorly written texts —> makes it easier


• Hence decoding strategies like top-k decoding: only choose from tokens 
with top k probabilities


• Less likely to make a poor choice. However, ironically, makes it harder for 
humans to detect 

https://arxiv.org/pdf/1911.00650


Watermarking

• Steganography is the technique of 
hiding messages in other plaintext 
messages. For example, see Arithmetic 
Coding:

Ziegler et al., https://arxiv.org/pdf/1909.01496 

https://arxiv.org/pdf/1909.01496


How about statistical watermarking?
Kirchenbauer et al., ICML 2023 (https://arxiv.org/pdf/2301.10226)

https://arxiv.org/pdf/2301.10226


Programming Language and Its Entropy

• If we are writing code, do we have a similar number of candidate  for the 
next token?


• for(i=0; i<n; i++) sum += array[i]

s(t)



Attacking the watermarking

• Alteration: add small changes or types —> may evade watermark detection but 
would degrade the quality of text


• Tokenisation attack: modify the text so that sub-word tokenization (such as 
Byte-Pair Encoding; BPE) is changed —> only applies to a small number of 
tokens


• Homoglyphs and zero-width attack: replace characters with homoglyphs, or 
insert zero-width whitespaces —> should be removed using normalisation


• Generative Attacks: generate padded(?) text to confuse the distributions of red-
tokens —> currently the most difficult to defend against; but it also increases 
the cost of generation of text





Conclusion

• Generative AI models are currently riddled with IP issues, despite their 
popularity.


• Being “creative” is a very burdened concept.


• What is your favourite work of art, and why? Can you imagine something 
generated by AI models having similar effects on you?


• Do you really own the concepts in text generated by prompting models? 
Where does it end being a “tool” and begin taking over? 


