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Outline

• Authorship


• Ethics board


• Promoting your research: how far can you go?



Authorship



Authorship

• “Who wrote this?”


• Major criterion with which employers evaluate academic personnel for 
employment, promotion, and tenure.


• In simpler scenario, one person will complete a research project and write 
about it: done.


• Collaboration introduces a lot of complexity.



Authorship matters because..

• People use various properties of how author names are recorded, and what 
role each author actually played, to measure the academic merit and 
contribution


• Order of names


• Designated roles





Fig. 1 Share of authors performing a particular contribution; stacked for each author position.
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Authorship Order

• Rules of the order vary significantly across disciplines.


• Some fields list authors in the order of contribution


• Others list authors in alphabetic order


• A recent trend is that the PI comes at the end (so PhD comics got this right)



Authorship Roles

• First Author: the position implies that this author contributed the most (if not 
in alphabetical order, that is)


• Corresponding Author: the person to contact if you have any inquiries about 
the paper


• Responsible for the actual administrative pipeline of the publication


• Primary contact point between the publisher and the authors


• The person who uploads the manuscript online (to be reviewed)



ACM Guideline on Authorship

• Anyone listed as Author on an ACM manuscript submission must meet all the following criteria:


• they have made substantial intellectual contributions to some components of the original 
work described in the manuscript; and


• they have participated in drafting and/or revision of the manuscript and


• they are aware the manuscript has been submitted for publication; and


• they agree to be held accountable for any issues relating to correctness or integrity of the 
work.


• Other contributors may be acknowledged at the end of the paper, before the bibliography.


• https://www.acm.org/publications/policies/authorship (revised August 2018)

https://www.acm.org/publications/policies/authorship


line can be thought of as a tree of related software products in
which branches contain new alternative versions of the sys-
tem, each of which shares some core functionality enjoyed by
a base version. Research on test oracles should seek to lever-
age these SPL trees to define trees of test oracles that share
oracular datawhere possible.

Work has already begun on using test oracle as the mea-
sure of how well the program has been tested (a kind of test
oracle coverage) [103], [176], [186] and measures of oracles
such as assessing the quality of assertions [158]. More work
is needed. “Oracle metrics” is a challenge to, and an oppor-
tunity for, the “software metrics” community. In a world in
which test oracles become more prevalent, it will be impor-
tant for testers to be able to assess the features offered by
alternative test oracles.

A repository of papers on test oracles accompanies this
paper at http://crestweb.cs.ucl.ac.uk/resources/oracle_rep
ository.
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T-ORBS to traditional source code would benefit from some
notion of scale. For example, early iterations might skip
subtrees that fail to meet some requirement such as representing
at least k lines (or k characters) of code. The retention of if
statements when only one branch are needed by the slice
suggests a “re-parenting” transformation in which, rather then
deleting the subtree rooted at a node, the node is replaced by
one of its required descendants.

Finally, it may be possible to combine and thus exploit the
advantages of ORBS and T-ORBS. For example, by having
T-ORBS make a pass over the code only considering subtrees
that represent “large” amounts of code would enable the quick
deletion of large blocks. This could be followed by one or
more ORBS passes, which could delete elements that T-ORBS
can’t, such as #ifdef (because directives are each in their own
subtree, T-ORBS never deletes matching pairs of #ifdef / #endif).
Then a final T-ORBS pass that considers subtrees that represent
only “small amounts of code,” which would serve to simplify
existing lines such as the typedefs simplification described in
Section VI-B.
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Table 2: MiniSAT evolved mutants

Mutant Lines of code Time (sec)

baseline 28398038591 (100.0%) 67.49 (100.0%)
seed 0 24247029088 ( 85.4%) 67.36 ( 99.8%)
seed 3 28094544573 ( 98.9%) 67.23 ( 99.6%)
seed 4 23327239091 ( 82.1%) 72.01 (106.7%)
seed 5 22496801475 ( 79.2%) 62.36 ( 92.4%)
seed 6 25050800206 ( 88.2%) 63.51 ( 94.1%)
seed 7 20066013444 ( 70.7%) 58.66 ( 86.9%)
seed 9 18197820457 ( 64.1%) 58.04 ( 86.0%)
seed 22 26562843149 ( 93.5%) 76.15 (112.8%)
seed 26 23229870424 ( 81.8%) 65.65 ( 97.3%)

statement by a Boolean condition) are forbidden. Finally, Boolean
conditions such as “<condition>foo</condition>” are automati-
cally rewritten as “<condition>(foo)||</condition>0” so that
deletion and insertion of conditions work as expected.

Following the previous work [20, 21], in order to have a deter-
ministic �tness function, during training we count the number of
statements of “Solver.C” executed as a proxy for runtime. This
metric is easily obtained by pre�xing a global counter increment
before all single-line statements and at the beginning of every “do”,
“for”, and “while” statements.

Finally, as GI search process we use PyGGI 2.0’s local search
with a budget of 2000 steps. Previous work used a genetic program-
ming approach with 5 instances selected in each generation from
5 bins (based on instance di�culty and satis�ability), containing
overall 74 instances. Since we do not change instances during the
search, we increase the size of the training set to 15, in order to
avoid over�tting. Each mutant is �rst compiled, then executed on
15 instances selected at random at the beginning of the search from
the training set. Mutants failing to solve all 15 instances are imme-
diately discarded. Training is performed 30 times, with di�erent
independent random seeds. Performance of the 30 �nal mutants is
then reassessed using the second test set of 56 SAT instances (used
in previous work).

3.2.3 Results. Table 2 shows the assessment of 9 of the 13 �nal
mutants that were able to correctly solve every of the 56 previously
unseen test instances, averaged over 30 executions. As for the 21
other mutants, 4 correctly solved every instance but required no-
ticeably more time than the baseline (between 100 and 200 seconds),
10 incorrectly classi�ed at least one instance, 5 were discarded after
spending more than 120 seconds on a single instance, and �nally 2
experienced errors during execution.

The best mutant —seed 9— reduced to only 64.1% the cumulative
amount of statements executed by the baseline (the empty patch,
i.e., the original source code) on all 56 test instances. Improvements
in �tness mostly translate to improvement in running time, with the
best mutant clearing the test benchmark in 58.04 seconds, compared
to the 67.49 seconds of the baseline, improving it by 14%.

Furthermore, analysis of mutant 9 highlighted a mutation which
applied on its own yielded a 19.4% speed-up in running time. This
mutation inserts a line manipulating variable activity levels, thus re-
balancing the priority queue for variable assignment during search.

This mutation is di�erent from the one-line “good change” mod-
i�cation found in previous work [20, 21]. Interestingly these two
mutations are compatible, leading to a mutant clearing the test
benchmark without error in only 49.44 seconds (26.8% speed-up).

4 RELATEDWORK
The area of Genetic Improvement (GI) arose as a separate �eld of
research only in the last few years [18]. GI tools can be divided into
two categories: those that deal with the improvement of functional
and non-functional program properties.

In the �rst category program repair tools3, such as GenProg [11],
have gathered a lot of attention and led to the development of the
�eld of Automated Program Repair (APR).Within the �eld, however,
currently only the ASTOR [17] framework allows for comparison
of di�erent repair approaches. Another functional property for
improvement tackled by GI is the addition of a new feature [16].

With regards to improvement of running time, memory or energy
consumption, there is a plethora of GI frameworks available that
target a speci�c programming language [21]. However, a lot of
these tools are not available, and, aside from one exception, have
not been designed to be general GI frameworks. The closest in the
objectives of PyGGI is the Gin toolbox [6, 24]., which targets Java.

There also exist a few code manipulation frameworks that came
from the �eld of GI. Among these, the Software Evolution Library
(SEL)4 is worth mentioning, as it aims to manipulate multiple pro-
gramming languages. However, it’s been written in Lisp and re-
quires a substantial learning overhead. PyGGI, on the other hand,
aims to be a light-weight framework for work in GI.

5 CONCLUSIONS
We present PyGGI 2.0, a Python General Genetic Improvement
framework, that allows for quick experimentation in GI for multi-
ple programming languages. This is achieved by the use of XML
representation incorporated in version 2.0 of the tool. We conducted
two experiments, showing two usage scenarios of PyGGI 2.0: for the
purpose of improvement of functional (repair) and non-functional
(runtime e�ciency) properties of software. We show that PyGGI
2.0 can �nd 22 patches for four programs from the QuixBugs bench-
mark, including a �x not previously produced by an APR tool. We
were able to �nd these both in the Python and Java implementa-
tions of the subject programs. Moreover, we show that PyGGI 2.0
can also �nd e�ciency improvements of up to 14% in the MiniSAT
solver when specialising for a particular application domain, �nding
additional improvements to previous work. We thus demonstrate
that PyGGI 2.0 is a useful tool for GI research, facilitating quick
comparisons between di�erent programming languages.
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Ethics in Human Studies



Tuskegee Syphilis Experiment

✘ U.S. government studied the effects of 
untreated syphilis in African-American 
men in the rural South, under the guise 
of free health care

✘ Not informed they had syphilis

✘ Not treated even as proven, effective 
treatments like penicillin became 
available. 

✘ 6-month study => 40 years (1932-1972)
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Slide by Dr. Juho Kim, taken from Introduction to Research (http://intro2research.org)

Belmont Report: 
Ethical guidelines for human subject studies

✘ Respect for persons
○ voluntary participation & informed consent
○ protection of vulnerable populations (children, prisoners, people with 

disabilities, esp. cognitive)

✘ Beneficence
○ do no harm
○ risks vs. benefits: risks to subjects should be commensurate with benefits of 

the work to the subjects or society
✘ Justice

○ fair selection of subjects
27
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• An ethical framework for research 
in Information & Communication 
Technology (issued in 2012: see 
https://www.impactcybertrust.org/
link_docs/Menlo-Report.pdf)


• Adds the fourth principle: “Respect 
for Law and Public Interest”


• Engage in legal due diligence; 
Be transparent in methods and 
results; Be accountable for 
actions.

Menlo Report

https://www.impactcybertrust.org/link_docs/Menlo-Report.pdf
https://www.impactcybertrust.org/link_docs/Menlo-Report.pdf


Menlo Report: Respect for Persons

• Informed consent: “a process during which the researcher accurately 
describes the project and its risks to subjects and they accept the risks and 
agree to participate or decline”


• Justifiable exceptions are allowed, primarily when it is difficult to identify all 
individuals who may be affected


• What if you send a PR, generated by a machine learning model, to an open 
source project used by hundreds of other projects?



Menlo Report: Beneficence

• Balancing potential benefits and harms: “ICT researchers should identify 
benefits and potential harms from the research for all relevant stakeholders, 
including society as a whole, based on objective, generally accepted facts or 
studies”


• “Researchers should systematically assess risks and benefits across all 
stakeholders. In so doing, researchers should be mindful that risks to 
individual subjects are weighed against the benefits to society, not to the 
benefit of individual researchers or research subjects themselves.”



Menlo Report: Beneficence

• Mitigating realised harms: sometimes you have to take risk, and bad things 
and/or side-effects can/will happen


• Researchers should develop mitigation plan


• anticipate the worst case scenario


• prepare a list of parties to notify


• involve institutional risk management mechanism if necessary



A Case Study

• A research team led by Richard Kemmerer, UCSB, hijacked a criminal botnet 
for 10 days, and collected the data stolen by the bots!


• An impressive feat of security research/hack, but also


• A fascinating story about balancing risks, risk mitigation, etc


• “How to steal a botnet and what can happen when you do” - Richard 
Krmmerer, Google TechTalk, 2009 (https://youtu.be/2GdqoQJa6r4?t=3026)

https://youtu.be/2GdqoQJa6r4?t=3026


Menlo Report: Justice

• “It is important to distinguish between purposefully excluding groups based 
on prejudice or bias versus purposefully including entities who are willing to 
cooperate and consent, or who are better able to understand the technical 
issues raised by the researcher. The former raises Justice concerns, while the 
latter demonstrates efforts to apply the principles of Respect for Persons and 
Beneficence and still conduct meaningful research.”



Menlo Report: Respect for Law and Public Interest

• Was implicit in Belmont Report; made into the fourth principle in Menlo Report


• “There may be a conflict between simultaneously satisfying ethical review 
requirements and applicable legal protections. Even if a researcher obtains a 
waiver of informed consent due to impracticability reasons, this may not 
eliminate legal risk under laws that require consent or some other indication of 
authorization by rights holders in order to avoid liability.”


• “Until REBs can overcome limited ICT expertise on committees and in 
administrative staff positions, they may not be capable of recognizing that 
certain ICT research data actually presents greater than minimal risk and may 
erroneously consider it exempt from review or subject it to expedited review 
procedures that bypass full committee review.”



Menlo Report: Respect for Law and Public Interest

• Compliance: respect and try to follow the legal restrictions. “If applica ble 
laws conflict with each other or contravene the public interest, researchers 
should have ethically defensible justification and be prepared to accept 
responsibility for their actions and consequences.”


• Transparency and Accountability


• Transparency: clearly communicate the purpose of research, and how the 
results will be used


• Accountability: research activities should be documented and made 
available responsibly



Institutional Review Board (IRB)

✘ Research with people is subject to scrutiny
○ Most research institutions have an IRB that approves research-

related user tests
○ KAIST has its own IRB. Review meetings held ~6 times a year.

✘ IRB oversight is confined to research
○ “Research” is work leading to generalizable knowledge
○ “Practice” (clinical medicine, product development, class projects) 

does not require IRB approval
○ But all work with human beings should follow the IRB ethical 

guidelines, even if it doesn’t need IRB paperwork
28

Slide by Dr. Juho Kim, taken from Introduction to Research (http://intro2research.org)

http://intro2research.org


Slide by Dr. Juho Kim, taken from Introduction to Research (http://intro2research.org)

IRB Approval

✘ Human subjects training for all researchers
✘ Main report

○ Objective
○ Descriptions of the system being tested
○ Task environment & material
○ Participants (minor, disabilities)
○ Methodology (deception study)
○ Tasks (cognitive, physical, emotional overhead)
○ Test measures (personal info)

✘ Seems tedious but helps debug your study
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Promoting Your Research





• A table-top sized, controlled 
environment “platform” for 
growing food


• Controls climate variables (CO2, 
temperature, humidity, oxygen, 
etc)


• Can create “recipes” for plants, 
allowing emulation of any climate 
anywhere

Food Computer





https://www.chronicle.com/interactives/201900910-MITmedialab-food-computer

https://www.chronicle.com/interactives/201900910-MITmedialab-food-computer


• “On his tour, Foster was shown food 
computers filled with plants. But what he 
probably didn’t suspect was that the 
specimens hadn’t been grown in the 
machines. They had been ordered from 
another hydroponics system, according 
to a person with knowledge of the visit. 
They had been placed in the food 
computers, the person said, to make it 
look as if they’d been grown there all 
along.”


• “One former researcher described 
buying lavender plants from a gardening 

store, dusting the dirt off the roots so it 
looked as if they’d been grown without 
soil, and placing them in the food 
computer ahead of a photo shoot. The 
resulting photos were sent to news 
media and put on the project’s website.”


• “Former employees also said that when 
Harper has given presentations on his 
work at the Media Lab, he has described 
research projects that either they didn’t 
know about or believed to be 
exaggerated.”



Caleb Harper Himself
(taken out of the Chronicles article, so may lack context)

• “It's vision versus reality, and both are necessary. I have a pretty good handle 
on where this field is going, so I talk about that. And because I'm so clear on 
that vision, I think people misinterpret that as reality.”


• “Can you email a tomato to someone today? No. Did I say that in my TED 
talk? Yes. Did I say it was today? No. I said, you will be able to email a 
tomato.”



• “A controversial self-improvement 
technique in which people stand in a 
posture that they mentally associate with 
being powerful, in the hope of feeling 
more assertively”


• Published by Carney, Cuddy, and Yap, 
Psychological Science, 2010 (https://
doi.org/10.1177%2F0956797610383437): 
this was a summary paper.


• Popularised by a TED talk by Cuddy in 
2012 (https://www.ted.com/talks/
amy_cuddy_your_body_language_shapes
_who_you_are?language=en)

The Power Pose

https://doi.org/10.1177%2F0956797610383437
https://doi.org/10.1177%2F0956797610383437
https://www.ted.com/talks/amy_cuddy_your_body_language_shapes_who_you_are?language=en
https://www.ted.com/talks/amy_cuddy_your_body_language_shapes_who_you_are?language=en
https://www.ted.com/talks/amy_cuddy_your_body_language_shapes_who_you_are?language=en




• In 2015, other researchers began to report 
that they could not replicate the results 
(e.g., Simmons and Simonsohn argue that 
the results were obtained by abusing 
statistical analysis https://papers.ssrn.com/
sol3/papers.cfm?abstract_id=2791272)


• In 2016, Carney, one of the original authors, 
made a public announcement that she no 
longer believes in the power pose effect 
(http://faculty.haas.berkeley.edu/
dana_carney/
pdf_my%20position%20on%20power%20
poses.pdf)


• Amy Cuddy, one of the other authors, still 
believes in the results (https://
www.thecut.com/2016/09/read-amy-
cuddys-response-to-power-posing-
critiques.html)


• Journal, Comprehensive Results in Social 
Psychology, published a special issue on 
power pose: it contained 11 replication 
studies, and concluded that the results 
could not be replicated (http://
datacolada.org/37)

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=2791272
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=2791272
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=2791272
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What was the common factor 
between two academic 
scandals(?)…?



Pressure for Impact

• Funders increasingly want evidence that the money spent on research as 
some real impact.


• Information overload means that only really unique, eye-catching results 
stands out in the sea of news.


• Research fields are more competitive than ever, resulting in less opportunity 
to grab the attention of readers (shorter presentation time, fewer opportunity 
to give talk, etc)


• Combined, there is the risk of wanting to sensationalise your communication, 
going directly after public attention even at the cost of scientific accuracy



Science is Communication

• We have obligation to communicate our results to the general public: after all, 
we do research using public funding (i.e., tax money)


• With that obligation, also comes the need to explain it gently and kindly, using 
laymen’s terms


• But hard things are hard: do not gloss over the important details


• And do not go for sensational catchphrase 



Other Concerns That We Could Not Talk About

• Plagiarism (duh!)


• Proper use of statistics (don’t do p-hacking)


• Transparent and responsible peer reviews


• Pressure to go open access


• Source of funding (https://www.technologyreview.com/2020/01/10/1/mit-
jeffrey-epstein-donations-media-lab-seth-lloyd-funding-ethics/)

https://www.technologyreview.com/2020/01/10/1/mit-jeffrey-epstein-donations-media-lab-seth-lloyd-funding-ethics/
https://www.technologyreview.com/2020/01/10/1/mit-jeffrey-epstein-donations-media-lab-seth-lloyd-funding-ethics/
https://www.technologyreview.com/2020/01/10/1/mit-jeffrey-epstein-donations-media-lab-seth-lloyd-funding-ethics/


Concluding Thoughts

• (For those who have published anything) Was the author credit fair and 
appropriate?


• Whenever you read a newspaper article about AI, try searching for the original 
academic paper: will the article and the actual technical contribution precisely 
agree?


• What do you think of Caleb Harper? A visionary researcher who is trying very 
hard to break new grounds, or someone who is irresponsible?


