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Who am I? 
Why am I giving this guest lecture?

• Associate Professor in SoC
• Research area: Human-Computer Interaction
– Building useful/usable software
– Thinking a lot about the “human” side of computing
• Understanding use and misuse of computing technology
• Studying user perception, task improvements, & incentives
• Supporting collaboration and social interaction

• Research interests: Interaction at scale, Social computing, 
Human-AI Interaction



Everything about Algorithmic 
Bias in One Tweet…

• Zoom Virtual Background
• Twitter Image Cropping 

Algorithm
• Racial bias in facial recognition 

/ saliency detection
• Image dataset
• User control & agency
• …

https://twitter.com/colinmadland/status/1307111816250748933





https://twitter.com/bascule/status/1307440596668182528



https://twitter.com/ZehanWang/status/1307461285811032066
https://blog.twitter.com/engineering/en_us/topics/infrastructure/2018/Smart-Auto-Cropping-of-Images.html

https://twitter.com/ZehanWang/status/1307461285811032066


Twitter CDO

https://twitter.com/lizkelley/status/1307742267193532416https://twitter.com/dantley/status/1307432466441859072

Twitter Comms



https://twitter.com/amyxzh/status/1307505876396158976



5 mins on Twitter 
points us to 
all sorts of 

algorithmic bias & 
ethics issues.



ImageNet

• Bedrock of many 
modern AI systems

• Publicly available image 
dataset

• 14M images and 22K 
visual categories

https://qz.com/1034972/the-data-that-changed-the-direction-of-ai-research-and-possibly-the-world/



ImageNet Visual Recognition Challenge

https://qz.com/1034972/the-data-that-changed-the-direction-of-ai-research-and-possibly-the-world/



Driving Force for Deep Learning Revolution



Garbage in, garbage out

• Various sources of bias and political/sensitive decisions 
throughout the algorithmic pipeline

• Categories: where do they come 
from?

• Filtering of visual concepts: bias
toward something visual

• Diversity of images: insufficient 
representation across dimensions

Image from https://www.semantics3.com/blog/thoughts-on-the-gigo-principle-in-machine-learning-4fbd3af43dc4/



“programmer”

Image from http://image-net.org/update-sep-17-2019.php

http://image-net.org/update-sep-17-2019.php


“programmer”

Image from http://image-net.org/update-sep-17-2019.php

http://image-net.org/update-sep-17-2019.php


https://qz.com/1034972/the-data-that-changed-the-direction-of-ai-research-and-possibly-the-world/

“We believe that ImageNet, as an influential research dataset, 
deserves to be critically examined, in order for the research 
community to design better collection methods and build better 
datasets.”
Announced to scrub more than half of the 1.2 million pictures in 
the dataset’s “people” category.

“There is no easy technical ‘fix’ by shifting demographics, 
deleting offensive terms, or seeking equal representation by 
skin tone,” 
“The whole endeavor of collecting images, categorizing 
them, and labeling them is itself a form of politics, filled 
with questions about who gets to decide what images 
mean and what kinds of social and political work those 
representations perform.”



FAIRNESS, ACCOUNTABILITY, & 
TRANSPARENCY



Algorithms & humans interact closer than ever.

moderate manage compete



More decisions are made by algorithms

• Predictive criminal assessment
• Government resource allocation
• Loan / credit assessment
• Hiring
• Crime suspect identification with facial recognition

• Why is algorithmic decision-making a good idea?
• What could possibly go wrong?



Principle 1: Fairness

• “Ensure that algorithmic decisions do not create discriminatory or 
unjust impacts when comparing across different demographics” 
[fatml.org]

• Treatment parity: a classifier should be blind to a given protected 
characteristic. Also called anti-classification in [Corb2018], or 
“fairness through unawareness.”

• Impact parity: the fraction of people given a positive decision should 
be equal across different groups. This is also called demographic 
parity, statistical parity, or independence of the protected class and 
the score [Fair2018].

Lipton, Zachary C., Alexandra Chouldechova, and Julian McAuley. “Does Mitigating ML’s Impact Disparity Require Treatment Disparity?” 
ArXiv:1711.07076 [Cs, Stat], November 19, 2017. http://arxiv.org/abs/1711.07076.

Content from https://blog.fiddler.ai/2019/04/a-gentle-introduction-to-algorithmic-fairness/

http://arxiv.org/abs/1711.07076


Intelligent Search

• Google Photos uses automated object recognition and 
tagging in their search interface. 



Implicit Racial Bias

http://mashable.com/2015/07/01/google-photos-black-people-gorillas/#v3QwN6bx1uqX



Gender Shades

http://gendershades.org/

http://gendershades.org/


https://twitter.com/bascule/status/1307440596668182528



Emily/Brendan vs Lakisha/Jamal?

• If Emily and Brendan needed to send out 
10 resumes on average to get one 
response, how many resumes did Lakisha 
and Jamal need to send?

• Emily and Brendan got 30% more callbacks 
when they sent out resumes listing high 
qualifications compared to when they sent 
out resumes with low qualifications. How 
much did Lakisha and Jamal benefit from 
getting higher qualifications?

Bertrand, Marianne, and Sendhil Mullainathan. Are Emily and Greg more employable than Lakisha and Jamal? A field experiment on 
labor market discrimination. No. w9873. National Bureau of Economic Research, 2003.

15

9%



Learning from Biased Data in 
Word Embedding



Implicit Gender Bias

Bolukbasi, Tolga, et al. "Man is to computer programmer as woman is to homemaker? debiasing word embeddings."
Advances in Neural Information Processing Systems. 2016.



DISCUSSION: Fair Hiring Algorithm

• Input: thousands of resumes from applicants
• Output: binary decision (yes: consider further, no: no hire)
• Let’s discuss fairness dimensions to consider:
– Race, Gender, Gender identity, Ability status, Socio-economic 

status, Education level, Religion, Country of origin, Way people 
look and dress

–What are some other features w/ high likely correlations?
–What dimensions should NOT be considered for fairness?
– Data issues?
– How might we design a “fair” hiring algorithm? How might we 

ensure getting good people in a fair manner? 



Principle 2: Accountability

• Who is responsible if users are harmed by this product? 
• Who will have the power to decide on necessary changes 

to the algorithmic system during design stage, pre-
launch, and post-launch? [fatml.org]



Inadvertent Algorithmic Cruelty

• “Yes, my year looked like 
that. True enough. My 
year looked like the now-
absent face of my little 
girl. It was still unkind to 
remind me so forcefully,”

https://www.theguardian.com/technology/2014/dec/29/facebook-apologises-over-cruel-year-in-review-clips



Who is accountable for 
algorithmic mistakes?

• Users exposed to only one political perspective for years
• Self-driving car killing pedestrians
• Facebook’s “x years ago today” showing sad incidents
• Google photos classifying a human as a gorilla
• FB Newsfeed showing more content with negative 

emotion induces users to write more content with 
negative emotion (i.e., emotion contagion)



Responsible Actions: Are they effective?

• ImageNet team scrubbing potentially problematic 
images and applying debiasing techniques

• Google changing top search results that show false, 
questionable information

https://www.bbc.com/news/technology-38379453



Twitter CDO

https://twitter.com/lizkelley/status/1307742267193532416https://twitter.com/dantley/status/1307432466441859072

Twitter Comms



Algorithmic Auditing

• “Enable interested third parties to probe, understand, 
and review the behavior of the algorithm through 
disclosure of information that enables monitoring, 
checking, or criticism, including through provision of 
detailed documentation, technically suitable APIs, and 
permissive terms of use.” [fatml]



https://twitter.com/cfiesler/status/1308401093337059332



Algorithmic Auditing

https://twitter.com/andresmh/status/994983030530883585/photo/1



Principle 3: Transparency

• Explainability: Ensure that algorithmic decisions as well as 
any data driving those decisions can be explained to 
end-users and other stakeholders in non-technical terms. 
[fatml.org]

• Accuracy: Identify, log, and articulate sources of error and 
uncertainty throughout the algorithm and its data sources 
so that expected and worst case implications can be 
understood and inform mitigation procedures. [fatml.org]



Why is it hard?

• The benefit of transparency:
– End Users: can understand the decision / result made by AI
– Developers: can debug, tune, and optimize ML models
– Companies: can generalize usage of ML by understanding the 

scope
• “The problem is that a single metric, such as classification 

accuracy, is an incomplete description of most real-world 
tasks.”

Doshi-Velez, Finale, and Been Kim. "Towards a rigorous science of interpretable machine learning." 
arXiv preprint arXiv:1702.08608 (2017).



Transparent Explanation Examples

LIME: automatically 
generated explanations

Ribeiro, Marco Tulio, Sameer Singh, and Carlos Guestrin. "Why should i trust you?: Explaining the predictions of any classifier." KDD 2016.
https://medium.com/greyatom/decision-trees-a-simple-way-to-visualize-a-decision-dc506a403aeb

Decision tree: 
inherently interpretable



Exercise: Transparent Hiring Algorithm

• When our “fair” hiring algorithm makes a decision, we need to tell 
applicants about the decision. In groups of 4, design a text-based 
explanation that will be provided to a candidate in a decision email that 
will be sent to them.

• Some food for thought: 
– Include both the procedures followed by the algorithm and the specific 

decisions that are made. 
– How much to “open up” about the algorithmic process & source of data? 
– Provide any channel for candidate feedback and repeal?
– Use plain and intuitive language.

http://www.acm.org/binaries/content/assets/public-policy/2017_usacm_statement_algorithms.pdf

https://docs.google.com/forms/d/e/1FAIpQLSd27b5k1EMAf_4Ov6tpbncWoGrqX8LjqCUbLz9y54W93YPr2A/viewform?usp=sf_link

http://www.acm.org/binaries/content/assets/public-policy/2017_usacm_statement_algorithms.pdf


“The two hardest problems in computer science 
are: (i) people, (ii), convincing computer scientists that 
the hardest problem in computer science is people.

- Jeff Bigham (CMU)



Take-Home Messages

• Algorithms are inherently human.
• FAccT issues critically determine success of systems. They 

are not simple “cost” to pay and “nice” things to have.
• Human-machine collaboration could help.
• FAccT issues span all areas of computer science: 

theoretical guarantees, system performance, security & 
privacy, verification & testing, explainable AI, data 
processing techniques, usability & human-AI interaction



Useful Resources

• https://cdt.org/issue/privacy-data/digital-decisions/
• https://www.fatml.org/resources/principles-for-

accountable-algorithms
• http://www.acm.org/binaries/content/assets/public-

policy/2017_usacm_statement_algorithms.pdf

https://cdt.org/issue/privacy-data/digital-decisions/
https://www.fatml.org/resources/principles-for-accountable-algorithms
http://www.acm.org/binaries/content/assets/public-policy/2017_usacm_statement_algorithms.pdf

